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Die Zukunft der 
Tierarztpraxis 

Was ist schon möglich?



… wie alles begann … 



TECHNOLOGIEN

Bildquelle: Eric Koch/Anefo via Wikimedia Commons

„I Want to Hold 
Your Hand“

Der erste klinische CT-
Scanner „EMI Mark 1“ 

von 1971
Bildquelle: Philipcosson via Wikimedia Commons



Tools

CLOUD COMPUTING / TELERADIOLOGIE



„HUMAN ERROR“ 



Tools

SMARTE (KI) TOOLS
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„Our findings suggest that AI performs almost as well as
the best veterinary radiologist in all settings of descriptive
radiographic findings. However, its strengths lie more in 

confirming normality than detecting abnormalities, and it
does not provide differential diagnoses“

KI BERICHTE

Comparison of radiological interpretation made by veterinary radiologists and state-
of-the-art commercial AI software for canine and feline radiographic studies Front. 
Vet. Sci., 21 February 2025 Sec. Veterinary Imaging
Volume 12 - 2025
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DENOISING (BSP HAWKAI)
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When comparing diagnostic performances, ChatGPT-4o achieved an 
AUC of 57.0% (95% CI: 48.6–65.5%), slightly outperforming Claude 3-
Opus, which had an AUC of 52.0% (95% CI: 43.2–60.9%). However, the
difference between their performances was not statistically significant
(P = 0.393). Both LLMs exhibited significantly lower diagnostic
performance compared to the junior radiologist, who achieved an AUC 
of 72.4%

Assessing the feasibility of ChatGPT-4o and Claude 3-Opus in thyroid nodule classification based on 
ultrasound images, Published: 11 October 2024,Volume 87, pages 1041–1049, (2025)

Closed-source LLMs achieved higher error detection rates than
open-source LLMs (GPT-4o: 88% [348/397; 95% CI: 86, 92], GPT-4: 
83% [328/397; 95% CI: 80, 87], Llama 3-70b: 79% [311/397; 95% CI: 
76, 83], Mixtral 8x22b: 73% [288/397; 95% CI: 68, 77]; p < 0.001). 

Large language models for error detection in radiology reports: a comparative analysis
between closed-source and privacy-compliant open-source models- Imaging Informatics and 
Artificial Intelligence Published: 20 February 2025

LARGE LANGUAGE MODELS



„WE CAN‘T PREDICT THE FUTURE BUT, WE 
CAN PREPARE FOR IT“
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